Probabilistic graphical models
and topic models

Sources:

e “Topic models”, David Blei, MLSS '09
http://videolectures.net/mlssO9uk blei tm/?q=david%20blei

 Parts of “Probabilistic graphical models”,
Christopher Bishop, MLSS 13
https://www.youtube.com/watch?v=julGrt2hdko

 Parts of “Machine learning: Graphical models”, Alex Smola,
http://alex.smola.org/teaching/10-701-15/graphical.html




Supervised
methods for text
classification:

Nalve Bayes



Bayes’ Rule applied to documents
and classes

Imagine that we try to infer what is the class of a document d,
where c stands for some given class.

likelihood prior

P(dlc)P(c)

P(cld)=

P(d) Bayes theorem

posterior



Bayes’ Rule applied to documents
and classes

Imagine that we try to infer what is the class of a document d,
where c stands for some given class.

P(dlc)=P(x,,x,,...,x, |c)

Document d represented as features x,,...,x,
 word presence (binary value)

* word counts

» word frequencies (tf)

o tf-idf




Independence Assumptions

* Bag of words assumption: Assume that position
of words doesn’t matter (the exchangeability of
random variables)

P(x, %5000 X, 1€) = (X500, X550 s Xy 1 €)

* Conditional Independence: Assume the feature
probabilities P(x;|c;) are independent given the
class c.

P(x,,....x 1c)=P(x,lc)*P(x,lc)* P(x,lc)® HP x.lc)



Graphical model for Naive Bayes
(factorization describing generative process)

generative process

<€

Factorization of P(Xl,...,xn,C) = P(c)nP(xi |C)

the joint probability: oy
l



=

inference

Graphical model for Naive Bayes
(inference)

)

P(cld)=P

Inference by finding
maximum a posteriori:

)

P(d|c)P Hlec)

Cyp = Argmax P(c HP xlc)

ceC =



Typical choices of the likelihood P(x]c)
(Assumptions of the generative model)

Multinomial Naive Bayes classifier:

P(x|c) = Multinomial(x|c) o 1_[ (pic )Xi

Bernoulli Naive Bayes classifier:

P(x|c) = MultivariateBernoulli(x|c) = 1_[ (pic )xl- ( - p. )1—xi



Typical choices of the likelihood P(x]c)
(Assumptions of the generative model)

©)

° . .e . e P =M lt-i . l
Multinomial Naive Bayes classifier: W P(x|c) = Multinomial(x|c)

Bernoulli Naive Bayes classifier: @

n P(x|c) = MultivariateBernoulli(x|c)




Graphical models



Graphical models (summary)
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Nodes are random variables

e Edges denote possible dependence

Observed variables are shaded

Plates denote replicated structure

Structure of the graph defines the pattern of conditional dependence
between the ensemble of random variables

E.g., this graph corresponds to

p(y.x1,-. .. xn) = p(y) || p(xa|¥)



Graphical

-

a

c

P(a,b,c)=P(a)P(blc)P(cla,b)
P(X],X,,X5,X,, X5, X6, X7) = ...

No cycles

Full graph describes the most generic joint distribution

Links missing from the full graph specify the joint distribution by making
assumptions about conditional dependences between variables

A directed link defines conditional dependence and may imply a causal relation

Empty circles are hidden (latent) variables
Filled circles are observed variables



Probabilistic graphical models
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Unsupervised text classification
and topic modeling



Unsupervised learning

As more information becomes
available, it becomes more difficult
to find and discover what we need.

We need new tools to help us
organize, search, and understand
these vast amounts of information.

Often data is not labeled/annotated, so supervised
methods are not possible or expensive.



Unsupervised learning

Clustering (networks, vectors)

Principal component analysis (PCA)

Non-negative matrix factorization

Mixture models

Mixed membership models, topic models (e.g., LDA)



Applications?

spammers

abuse
mails
text

news

qgueries

users

urls

locations

events

ads

products



Topic modeling - Motivation

Topic modeling provides methods for automatically organizing,

understanding, searching, and summarizing large electronic archives.
@ Uncover the hidden topical patterns that pervade the collection.
® Annotate the documents according to those topics.

© Use the annotations to organize, summarize, and search the texts.



Applications

Wikipedia To‘P cs

Relative Presence of Topics in all Documents {film, series, show}

The X-Files
Orson Welles
Stanley Kubrick

B movie

Mystery Science Theater 3000
Monty Python

Doctor Who

Sam Peckinpah

Married... with Children
History of film

The A-Team

Pulp Fiction (film)

Mad (magazine)

{theory, work, human}

Meme

Intelligent design

Stanley Kubrick

Stanley Kubrick (July 26, 1928 - March 7, 1999) was
an American film director, writer, producer, and
photographer who lived in England during most of the last
four decades of his career. Kubrick was noted for the
scrupulous care with which he chose his subjects, his slow
method of working, the variety of genres he worked in,
his technical perfectionism, and his reclusiveness about his

Immanuel Kant

Philosophy of mathematics

films and personal life. He worked far beyond the History of science
confines of the Hollywood system, maintaining almost .
- " N . Free will

complete artistic control and making movies according to
his own whims and time constraints, but with the rare Truth
advantage of big-studio financial supportfor all his Psychoanalysis
endeavors.

Charles Peirce
Kubrick's films are characterized by a formal visual style i .
and meticulous attention to detail—his later films often Existentialism
have elements of surrealism and expressionism that Deconstruction

eschews structured linear narrative. His films are
repeatedly described as slow and methodical, and are
often perceived as a reflection of his obsessive and
perfectionist nature.['] A recurring theme in his films is
man's inhumanity ta man. While often viewed as

Social sciences

Idealism




lmage annotation

SKY WATER TREE SCOTLAND WATER SKY WATER BUILDING
MOUNTAIN PEOPLE FLOWER HILLS TREE PEOPLE WATER

FISH WATER OCEAN PEOPLE MARKET PATTERN BIRDS NEST TREE
TREE CORAL TEXTILE DISPLAY BRANCH LEAVES



Topic-modeling timeline

1901 - PCA

1988 — Latent semantic analysis (LSA)

1999 — probabilistic LSA (pLSA )

2003 — Latent Dirichlet Allocation (LDA)

2006 — non-parametric Bayesian topic models




Latent semantic analysis/indexing
(LSA/LSI)

Word count Documents
matrix:
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Principal component analysis (PCA)
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* correlated variables
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2 * linearly uncorrelated
0 variables in new
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i " S 2 4 6 8 10

PCA is related to spectral clustering:

Principal component analysis is the eigen-decomposition of a
covariance matrix, while spectral clustering is related to eigen-
decomposition of a Laplacian (or related) matrix.



Principal component analysis (PCA)

In matrix form, the empirical covariance matrix for the original
variables can be written

Q x XT'X = WAWT

The empirical covariance matrix between the principal
components becomes

WIQW x WIWAWIW = A

where A is the diagonal matrix of eigenvalues A of XTX

* After decomposition, we typically choose the principal
components of the new coordinate system that store the
most information about the observed data

* Each consecutive principal component captures the
consecutive strongest correlations across dimensions



Latent Dirichlet Allocation
(LDA)



LDA

Latent Dirichlet allocation (LDA)
@ Introduction to LDA
® The posterior distribution for LDA

Approximate posterior inference
@ Gibbs sampling
® Variational inference

©® Comparison/ Theory/Advice

Other topic models
@ Topic models for prediction: Relational and supervised topic models
® The logistic normal: Dynamic and correlated topic models
® “Infinite” topic models, i.e., the hierarchical Dirichlet process

Interpreting and evaluating topic models



Probabilistic modeling

@ Treat data as observations that arise from a generative probabilistic
process that includes hidden variables

e For documents, the hidden variables reflect the thematic
structure of the collection.

® Infer the hidden structure using posterior inference
o What are the topics that describe this collection?

© Situate new data into the estimated model.

e How does this query or new document fit into the estimated
topic structure?



Intuition behind LDA

Seeking Life’s Bare (Genetic) Necessities

COLD SPRING HARBOR, NEW YORK- “are not all that tar apart,” cspecially
How many genes does angeganisia need to comparison to the 73,000 genes in the hu

survived Last week at the genome meeting man genome, notes Siv Andersson of Uppsala
here,” twa genome researchers wich radically University in Sweden, who arrived ar the
different approaches presented complemen- SO0 number. But coming up with a consen

tary views of the basic genes needed forldif&  sus answer may be more than just a geneti

One research team, using computer analy numbers game, particularly as more and
ses to compare known senomes, concluded  more genomes are completely mapped and
that todav’slarganisms can be sustained with sequenced. “Ir may be a way of organizing
just 250 genes, and that the earliest life forms any newly sequenced senome.” explains
required a mere 128 penes. The Arcady Mushegian, a computational mo
ather rescarcher mapped genes ~ : : lecular biologist at the National Center
in a simple parasite and esti- / A tor Biotechnology Information (NCRBI)
mated that for this organism, | geme in Bethesda, Maryland. Comparing an

SO0 genes are ;'»:r::n todothe |
job—but that anything short
of 100 wouldn’t be enough.

9.y
Although the numbers don's 23y saagenes !
match precisely, those predicrions | tyeopiuame —) | T, ‘

- dgunes

ADAFTED FROM NCBI

\ genome
\ 163 genes R P ——
T '\_»_ / - e yene set
* Genome Mapping and Sequenc- S—
ing. Cold Spring Harbor, New York, Stripping down. Computer analysis yields an esti-
May 8to 12 mate of the minimum modern and ancient genomes
SCIENCE o VOL. 272 © 14 MAY 1996

Simple intuition: Documents exhibit multiple topics.



gene 8.04
dna 8.02

genetic ©.01

Generative model

Topic proportions and

Documents )
assignments

Seeking Life’s Bare (Genetic) Necessities

COLD SPRING HARBOR, NEW YORK— “are ot all thar 4
How many does ar R ) 1o comparisom o ek
SUPRRRE Lost week an Menone mecring = ¥
Iyere,® two gerwme nesearchers with edically
ipprvaches presenced complemen
Frass e eadeud £ I

pecnally
he hu

that iy
140

na simple parisate
mated that foe this

Stripping down. Computer analysis yiekds an esti
mae of the minmum modam and ancient gancmaes.

e Each document is a random mixture of corpus-wide topics

e Each word is drawn from one of those topics



The posterior distribution

i Topic proportions and
Topics Documents op ags (')rgr:roments
Seeking Life’s Bare (Genetic) Necessities
COLD SPRING HARBOR, NEW YORK Il thae tar specially 1
o \W\
f »
\/— I‘(";'
L
!
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e In reality, we only observe the documents

e Our goal is to infer the underlying topic structure



LDA generative model

Proportions
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e Nodes are random variables; edges indicate dependence.

e Shaded nodes are observed; unshaded nodes are hidden.

e Plates indicate replicated variables.



LDA generative model

Per-word

Proportions . i
topic assignment

parameter
Per-document Observed _ Topic
topic proportions word Topics  parameter
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LDA

OO~ O—O
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e This joint defines a posterior, p(8,z, 3 |w).

e From a collection of documents, infer

o Per-word topic assignment z,
e Per-document topic proportions 64

» Per-corpus topic distributions [« } Main OUtPUt

e Then use posterior expectations to perform the task at hand:
information retrieval, document similarity, exploration, and others.



LDA generative model

Per-word

Proportions : .
topic assignment

parameter
Per-document Observed _ Topic
topic proportions word Topics  parameter
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Dirichlet Multinomial Categorical Dirichlet
distribution



Dirichlet distribution

The Dirichlet distribution is an exponential family distribution over
the simplex, i.e., positive vectors that sum to one

[1; T (v

The Dirichlet is conjugate to the multinomial. Given a multinomial
observation, the posterior distribution of # is a Dirichlet.

p(0| ) = J (Z: (11')) H (_)I(_l'i—l-

The parameter a controls the mean shape and sparsity of 6.

The topic proportions are a K dimensional Dirichlet.
The topics are a V' dimensional Dirichlet.



Dirichlet Examples

Darker implies lower magnitude

alpha < 1 leads to sparser topics
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Inference in LDA

@
|

OTOfO-@ O

@ Zd,n Wd,n N /Bk 1)

Approximate posterior inference algorithms
e Mean field variational methods (Blei et al., 2001, 2003)

e Expectation propagation (Minka and Lafferty, 2002)
e Collapsed Gibbs sampling (Griffiths and Steyvers, 2002)
e Collapsed variational inference (Teh et al., 2006)
For comparison, see Mukherjee and Blei (2009) and Asuncion et al. (2009).



Inference comparison

e Conventional wisdom says that:

o Gibbs is easiest to implement
o Variational can be faster, especially when dealing with
nonconjugate priors (more on that later)

e There are other options:

e Collapsed variational inference
o Parallelized inference for large corpora
e Particle filters for on-line inference

e An ICML paper examining these issues is Asuncion et al. (2009).



Libraries

Mallet (Java)

Stanford TMT (Java/Scala)
Gensim (Python)
scikit-learn (Python)



Example inference

Seeking Life's Bare (Genetic) Necessities
COLD SPnG Haxpox, New Yos ' far '

e Data: The OCR’ed collection of Science from 1990-2000

e 17K documents

e 11M words
e 20K unique terms (stop words and rare words removed)

* Model: 100-topic LDA model using variational inference.



Example inference
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Topics vs words

human
genome
dna
genetic
genes
sequence
gene
molecular
sequencing
map
information
genetics
mapping
project
sequences

evolution disease
evolutionary host
species bacteria
organismes diseases
life resistance
origin bacterial
biology new
groups strains
phylogenetic control
living infectious
diversity malaria
group parasite
new parasites
two united
common tuberculosis

computer
models
information
data
computers
system
network
systems
model
parallel
methods
networks
software
new
simulations



Explore and browse document
collections

Chance and Statistical Significance in Protein and
DNA Sequence Analysis

Samuel Karlin and Volker Brendel

Top worde from the top topice (by term ecore) Expected topic proportions
per range domains number 2
identified values helix two s
two size regions design
genes three structure 3
three calculated terminue  processing
cdna two terminal advantage
analysis low site important . 8] . PR |
Abstract with the most likely topic assignments
[Statistical approaches hel 5 ¢ configurations in protein and
nucleic acid sequence are discussed: () score-
68880 sequence analysis thal { ng anomalies in local
sequence text and forhz;wqme (i) quantile ‘amino
acld usage that reveal compositional in proteins and evolutionary fSRNONS!
and (iii) r-scan

to the analysis of spacings of sequence
markers

Top Ten Similar Documents

Exhaustive Matching of the Entire Protein Sequence Database

How Big Is the Universe of Exons?

Counting and Discounting the Universe of Exons

Detecting Subtle Sequence Signals: A Gibbs Sampling Strategy for Multiple Alignment
Ancient Conserved Regions in New Gene Sequences and the Protein Databases

A Method to Identify Protein Sequences that Fold into a Known Three- Dimensional Structure
Testing the Exon Theory of Genes: The Evidence from Protsin Structure

Predicting Codled Coils from Protein Sequences

Genome Sequence of the Nematode C. elegans: A Platform for Investigating Biology



Why does LDA “work” ?

e LDA trades off two goals.

@ For each document, allocate its words to as few topics as possible.
@ For each topic, assign high probability to as few terms as possible.

e These goals are at odds.

e Putting a document in a single topic makes #2 hard:
All of its words must have probability under that topic.

o Putting very few words in each topic makes #1 hard:
To cover a document’s words, it must assign many topics to it.

e Trading off these goals finds groups of tightly co-occurring words.



LDA is modular, general, useful

e LDA can be embedded in more complicated models, embodying
further intuitions about the structure of the texts.

e E.g., syntax; authorship; word sense; dynamics; correlation;
hierarchies; nonparametric Bayes



LDA is modular, general, useful

/ . -
=
[ ) o

e [he data generating distribution can be changed.

D

=

e E.g., images, social networks, music, purchase histories, computer
code, genetic data, click-through data; ...



LDA is modular, general, useful

® @

e [he posterior can be used in creative ways

e E.g., IR, collaborative filtering, document similarity,
visualizing interdisciplinary documents



Other LDA-like models



Supervised LDA

e LDA is an unsupervised model. How can we build a topic model that is
good at the task we care about?

e Many data are paired with response variables.

o User reviews paired with a number of stars

e Web pages paired with a number of “likes”

e Documents paired with links to other documents
e Images paired with a category

e Supervised LDA are topic models of documents and responses.
They are fit to find topics predictive of the response.



Supervised LDA

Q 04 Zan\ Wian N B i
N
Document ©< Q Regression
response parameters
Yy D| n,0

© Draw topic proportions 0 | @ ~ Dir(a).
@ For each word

o Draw topic assignment z, |60 ~ Mult(6).
o Draw word wy|zp, B1:x ~ Mult(S,).

© Draw response variable y | zy:n,1,0% ~ N(nTE, 02), where

2=(1/N) X 20



Example: Multi class classification

-
inside city =~
buildings, car, sidewalk

highway

car, sign, road

street tall building
tree, car, sidewalk trees, buildings
occluded, window
# of components

SLDA for image classification (with Chong Wang, CVPR 2009)



Supervised topic models

SLDA enables model-based regression where the predictor “variable”
is a text document.

It can easily be used wherever LDA is used in an unsupervised
fashion (e.g., images, genes, music).

SLDA is a supervised dimension-reduction technique, whereas LDA
performs unsupervised dimension reduction.

LDA + regression compared to sLDA is like principal components
regression compared to partial least squares.



Dynamic topic models
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Topics drift through time




Dynamic topic models

"Theoretical Physics" "Neuroscience"

OXYGEN

1880 1900 1920 1940 1960 1980 2000 1880 1900 1920 1940 1960 1980 2000




Connection to ML research

From a machine learning perspective, topic modeling is a case study in
applying hierarchical Bayesian models to grouped data, like documents or
images. Topic modeling research touches on

Directed graphical models

Conjugate priors and nonconjugate priors

Time series modeling

Modeling with graphs

Hierarchical Bayesian methods

Fast approximate posterior inference (MCMC, variational methods)
Exploratory data analysis

Model selection and nonparametric Bayesian methods

Mixed membership models



Probabilistic graphical models
and topic models

Sources:

e “Topic models”, David Blei, MLSS '09
http://videolectures.net/mlssO9uk blei tm/?q=david%20blei

 Parts of “Probabilistic graphical models”,
Christopher Bishop, MLSS 13
https://www.youtube.com/watch?v=julGrt2hdko

 Parts of “Machine learning: Graphical models”, Alan Smola,
http://alex.smola.org/teaching/10-701-15/graphical.html




