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Maximizing activity in a social network

Can we steer users’ behavi or
to maximize activityina .
social network?

TI ME Twitter Stock Tumbles After Drop in User

Engagement

HUFF 7 Ways to Increase Your Social
POST Media Engagement




Endogenous and exogeneous events

— Exogenous activity
Users’ actions due to
drives external to the
network

The Nobel Prize @ @NobelPrize - Oct 3 v
0 BREAKING NEWS The 2017 #NobelPrize in Physics is awarded to Rainer Weiss,
Barry C. Barish and Kip S. Thorne

Rainer Weiss
Barry C. Barish
K1p S. Thorne

“for decisive ¢ 0 the LIGO dete nd the obse tational waves”

4 Endogenous activity

Users’ responses to other
users’ actions in the
network

{1 Tushar Varanasi @Tusharsindia - Oct 3 v
‘ g Replying to @NobelPrize @LIGO
You too can win a #NobelPrize Study diligently. Respect science. Don't smoke. é
Don't drink. Avoid women, politics and social media

QO 19 11 5 QO s3 3

Veena Shivaswamy @veena_ps - Oct 3 v
t Respecting science is avoiding women? What should women scientists do? = é
-

QO 9 1 4 QO 144

1/ Tushar Varanasi @Tusharsindia - Oct 3 v E
‘ 4 Engineering (which you know isn't a real science)

QO 7 () Q 12




Multidimensional Hawkes process

For each user u, actionsas | 0 \,;, o |
a counting process N (t) : ' ‘ " >
Intensities or rates User influence Non-negative kernel

(Actions per time unit) matrix (memory)
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Steering endogenous actions
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A*(t) = po + A/o k(t —s)dIN (s) + A/o k(t —s)dM(s)
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= : Directly
I Intensities of directly

| incentivized actions E[dM(t)‘/H(t)} — u(t) dti - i incaecr;;cévgzed i

[Zarezade et al., 2018]



Cost to go & Bellman’s principle of optimality

Loss
1

brr \
Optimization m&%iontli]ze E (N M) (to,t 5] [C)(A(ff)) +/ C(A(t), u(t)) dt
problem o o
subject to w;(t) >0, Vt € (to,tf],i=1,..., n

Dynamics

defined by -[ dX\(t) = [wpe — wA(t)| dt + AdN (t) + AdM (t)
Jump SDEs

To solve the problem, we first define the corresponding
optimal cost-to-go:

J(A(t),t) = min E(N’M)(t,tf] [o()\(ff)) +/t f(()\(s).u(s))ds

'u,(t,tf]

: The cost-to-go, evaluated at t,, recovers the optimization problem! : 6
—————————————————————————— [Zarezade &t al.;2018]



Cost to go & Bellman’s principle of optimality

This is a stochastic optimal control

problem for jump SDEs
(we know how to solve this!)

To solve the problem, we first define the corresponding
optimal cost-to-go:

J(A(t),t) = min En prye,e,] [o()\(z‘f)) - /tlf ((A(s),u(s))ds

’Ll,(t,tf]

: The cost-to-go, evaluated at t,, recovers the optimization problem! : 7
__________________________ [Zarezade &t al.;2018]



Hamilton-Jacobi-Bellman (HJB) equation

' Lemma. The optimal cost-to-go satisfies Bellman’s
- Principle of Optimality

J(A(t),t) = u(lt?’ltiqll—ldt] {E(~.a(tt+an [J(A(E+dt), t +dt)] + L(A(t), u(t)) dt}

‘ dT(A(t), ) = JON(t + dt), t + dt) — J(A(t), 1)

0= u(lt.nti-fl—ldt] {E(N.M)(t.H—dt] [dT(A(2),t)] + £(A(E), u(t)) dt}

‘ dA(t) = [wpo — wA(t)] dt + AN (t) + A M (t)

Hamilton-Jacobi-Bellman (HJB) } Partial differential

. equationinJ
equation
9 (with respecttoAand t) °

[Zarezade et al., 2018]



Solving the HJB equation

Consider a quadratic loss

(D). w(t) = 3 AT (1) @A) + " (1) S u(t

| Y
Rewards organic Penalizes directly
actions incentivizes actions

We propose J(\(t), t) and then show that the optimal
Intensity Is:

u*(t) = —S"1[ATg(t) + ATH(t)A(t) + %diag(ATH(z‘)A)]

1

Computed { Closed form solution to a Solution to a matrix Riccati o

offline first order ODE differential equation
once! [Zarezade et al., 2018]



) The Cheshire algorithm

Intuition
Steering actions means sampling action user & times
from u*(t)

More in detail

Since the intensity function u*(t) is stochastic, we
sample from it using:

S (] (] (] (] I -
9 u p e r p O s It I o n p rl n c I p e Alio;‘i:;il:ir;izl;ti(ii]:zSHIRE: it returns user ¢ and time 7 for
H(t) and g(t)
° ° 3: u(t) « —S7! [AT(%;(t) + H(t)po) + & diag(ATH(t)A)] ;
- Standard thinning
7: while s < 7 do
: AN Aejk(t —s) ;
e e Easyto J @ it
| . . : . | t e e
2: Ty
' It only requires sampling | iImpiemen TR
I - (4, s) < NewtAction(
T f [ h I Anm(t) « Ac,,«'l( T);
I 1 N(tf) Trom iInNOMoeg. YR da
I f | < u0) )
eturn (i,7
I Poi | ' -
' Poisson! . 10
____________________ |

[Zarezade et al., 2018]



Experiments on real data

Five Twitter datasets (users) where actions are
tweets and retweets

Neg,,
dN(t) = [wpo — wA(t)] dt + AdN () Or/‘inferenc ,
0 0 =

exogeneous rate influence matrix

dN(t) = [who — wA(@)]dt + AdN(t) + AdM (1)
0

directly incentivized tweets

chosen by each method !
[Zarezade et al., 2018]



Evaluation metrics & baselines

Evaluation
metrics

Baselines

> N(t) = ,ev E[Nu(?))

- Average number of not
directly incentivized tweets

—> 130K

- Average time to reach 30,000 not
directly incentivized tweets

> MSC [Farajtabar et al., NIPS ’16]
s OPL [Farajtabar et al., NIPS ’14]

—> PRK (Pagerank)

—> DEG (Out-degree) 12
[Zarezade et al., 2018]



Performance vs. time

CHE

MSC OPL

PRK

DEG

UNC

K™% 10 15 20
Time, days Time, days

Sports, M(t;) = 5k Series, M(t;) = 5k

Cheshire (in red) triggers 100%-400% more posts than
the second best performer.

13
[Zarezade et al., 2018]



Performance vs. # of incentivized tweets

MSC OPL

5K 10K 15 20K
M(ty) M(ty)
Sports, M(t;) = 5k Series, M(t;) = 5k

Cheshire (in red) reaches 30K tweets 20-50% faster than
the second best performer

14
[Zarezade et al., 2018]



. Why Cheshire?

&

. "the Cheshire Cat has the ability to appear and
S % disappear in any location”

Alice’s Adventures in Wonderland, Lewis Carroll

15



